Transformations of low-angle tilt boundaries in high-\(T_c\) superconductors
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Theoretical models are suggested which describe the transformations of low-angle tilt boundaries in high-\(T_c\) superconductors. Conditions are theoretically revealed at which the formation of split and amorphous dislocation configurations in low-angle tilt boundaries is energetically favorable. The results of the suggested models account for experimental data [M. F. Chisholm and D. A. Smith, Philos. Mag. A 59, 181 (1989)] on observation of low-angle tilt boundaries consisting of either split or amorphous dislocation configurations in high-\(T_c\) superconductors.
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I. INTRODUCTION

The critical current density in polycrystalline high-\(T_c\) superconductors is strongly suppressed by grain boundaries; e.g., see Refs. 2–7. The grain-boundary effect in question, on the one hand, plaques high-current applications of polycrystalline superconducting materials and, on the other hand, is interesting for understanding the fundamentals of high-\(T_c\) superconductivity. Several physical mechanisms have been proposed as those causing the drastic reduction of the critical current density across grain boundaries.8–18 So, suppression of the transport properties of grain boundaries is attributed to the following factors: (i) structural disorder within cores of grain boundaries;9–10 (ii) structural disorder induced by stress fields of grain-boundary dislocations;15–17 (iii) deviations from bulk stoichiometry in vicinities of grain boundaries;11,12,18 (iv) band bending;9,14–16 (v) the combined effects of \(d\)-wave-type symmetry of the superconducting order parameter and the faceted microstructure of grain boundaries.13 However, a systematic understanding of the grain-boundary effect on high-\(T_c\) superconductivity is still expected (e.g., see reviews, Refs. 6, 7, and 19).

The most remarkable experimentally documented fact in the area discussed is the general disparity between the behavior of low- and high-angle boundaries.2–7 So, the critical current density \(J_c\) across low-angle boundaries drastically decreases with boundary misorientation \(\theta\) tentatively as: \(J_c(\theta) \approx J_c(0^\circ) \exp(-\theta/8^\circ)\), where \(\theta\) ranges from 0\(^\circ\) to about 15\(^\circ\). High-angle boundaries are characterized by low values of \(J_c(\theta) \approx (10^{-3} - 10^{-2})J_c(0^\circ)\), which are weakly sensitive to boundary misorientation \(\theta\) (>15\(^\circ\)). In order to explain the low-angle/high-angle distinction as well as the associated experimental data on the grain-boundary effect on high-\(T_c\) superconductivity, theoretical models9–10,17 have been proposed treating the effect as that related to suppression of the superconducting order parameter within crystallographically disordered cores of grain boundaries and their elastically stressed vicinities. These models view geometric parameters of grain-boundary cores and distributions of grain-boundary-induced stress fields as the very important factors strongly affecting the critical current density \(J_c\) across grain boundaries in high-\(T_c\) superconductors. Also, characteristics of core regions and stress fields of grain boundaries essentially influence the local oxygen concentration and the electric charge density inhomogeneities which, according to models,9,12,18 are capable of causing the superconducting order-parameter modification close to grain boundaries and their transport properties. In this context, an analysis of transformations of core regions and stress fields of grain boundaries is of primary interest for a description of the grain-boundary effect on high-\(T_c\) superconductivity. The main aim of this paper is to propose theoretical models which describe the experimentally observed\(^1\) formation of split and amorphized dislocations (Fig. 1) composing low-angle boundaries in high-\(T_c\) superconductors.

As it has been revealed in the experiments,1 the structure of low-angle [100] tilt boundaries in YBa\(_2\)Cu\(_3\)O\(_{7-\delta}\) superconductors drastically changes with boundary misorientation \(\theta\). So, for \(\theta=5^\circ\), tilt boundaries represent walls of split dislocation configurations each consisting of three partial dislocations of the edge type [Fig. 1(b)]. The sum Burgers vector of a split dislocation configuration is the crystal lattice vector \(\mathbf{B}=(0,0,B)\) in conventional \((a, b, c)\) crystallography of high-\(T_c\) superconducting cuprates, where \(B \approx 1.17\) nm. Each partial dislocation composing a split dislocation configuration [Fig. 1(b)] is characterized by Burgers vector \(\mathbf{b}= (0,0,b)\).

FIG. 1. Structures of low-angle tilt boundaries in high-\(T_c\) superconductors: (a) conventional, (b) split, and (c) amorphous structures.
with \( b \) being equal to \( B/3 \). The neighboring partial dislocations in the boundary with \( \theta = 5^\circ \) are distant by tentatively \( 12b \).

Low-angle \([100]\) tilt boundaries with \( \theta = 10^\circ \) represent walls of dislocation configurations with amorphous cores having triangle-like sections \([\text{Fig. 1(c)}]\). Such “amorphous” dislocation configurations as elements of low-angle boundaries provide misorientation of adjacent crystalline grains in \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) superconductors and are characterized by Burgers vectors of the \((0,0,B)\) type.

In order to theoretically characterize the conditions at which the structural transformations of low-angle tilt boundaries occur in high-\( T_c \) superconductors, we will distinguish the three basic structures of such boundaries: conventional \([\text{Fig. 1(a)}]\), “split” \([\text{Fig. 1(b)}]\), and “amorphous” \([\text{Fig. 1(c)}]\) structures. A tilt boundary with the conventional structure represents a wall of periodically spaced (with period \( h_1 \)) perfect dislocations with Burgers vectors of the \((0,0,B)\) type \([\text{Fig. 1(a)}]\). The split structure of a low-angle tilt boundary \([\text{see Fig. 1(b)}]\) corresponds to a wall of periodically arranged (with period \( h_2 \)) split dislocation configurations \([\text{Fig. 1(b)}]\). A tilt boundary with the amorphous structure is modeled as a wall of periodically arranged (with period \( h_3 \)) amorphous dislocation configurations \([\text{Fig. 1(c)}]\). For purposes of this paper dealing with a theoretical description of the structural transformations of low-angle tilt boundaries in high-\( T_c \) superconductors, we will focus on the situation with elements of the split and amorphous structures being generated in the pre-existent, respectively conventional, and split, structures of a low-angle tilt boundary. In other words, we will theoretically examine characteristics of the two new dislocation structures: a wall of perfect dislocations with one perfect dislocation being replaced by a split dislocation configuration \([\text{Fig. 2(a)}]\) and a wall of split dislocation configurations with one split configuration being replaced by an amorphous dislocation configuration \([\text{Fig. 2(b)}]\). In these circumstances, in order to quantitatively describe the conditions at which the structural transformations in question occur, we will examine the conditions at which the formation of the new dislocation structures \([\text{Fig. 2}]\) is energetically favorable.

II. GENERATION OF A SPLIT DISLOCATION CONFIGURATION IN CONVENTIONAL LOW-ANGLE TILT BOUNDARY

Let us consider a wall of perfect dislocations with one perfect dislocation being replaced by a split dislocation configuration \([\text{Fig. 2(a)}]\). Following the theory of dislocations in solids, the split dislocation configuration can be represented as a perfect dislocation and two dipoles of partial dislocations as shown in Fig. 3. In the framework of this representation, the lower dislocation of the top dipole and the top dislocation of the lower dipole are located at the same position as the perfect dislocation, in which case their combination is equivalent to one partial dislocation, the dislocation in the center of the split configuration shown in Fig. 3.

With the representation \((\text{Fig. 3})\) taken into account, let us consider the difference in the energy (per unit length of dislocations) between the conventional dislocation wall \([\text{Fig. 1(a)}]\) and the dislocation structure shown in Fig. 2(a). For simplicity, hereinafter, the conventional dislocation structure \([\text{Fig. 1(a)}]\) and the dislocation structure shown in Fig. 2(a) will be denoted as structure 1 and structure 1-2, respectively.) The energy of structure 1 can be written as follows:

\[
W_1 = RW_1^P + \frac{R}{h_1} W'_1. \tag{1}
\]
where $R$ denotes the length of a tilt boundary modeled as structure 1, $W_i^p$ the elastic energy density of structure 1 per its unit length, and $W_{ij}^c$ the energy of a perfect (nonsplit) dislocation core.

The energy of structure 1-2 is given as

$$W_{1-2} = RW_{1}^p + \left( \frac{R}{R_1} - 1 \right) W_{1}^c + 2W_{2}^c + W_{int}^{dip} + 2W_{int}^{dip-b1} + 2(p - 2r_0) \gamma. \tag{2}$$

Here $W_{1}^p$ denotes the proper energy of a dipole of partial dislocations, $W_2$ the energy of a partial dislocation core, $W_{int}^{dip}$ the energy of interaction between the dipoles (Fig. 3), $W_{int}^{dip-b1}$ the energy of interaction between a dipole of partial dislocations and structure 1, $r_0$ the radius of a partial dislocation core, $\gamma$ the energy of stacking fault formed between the partial dislocations composing the split dislocation configuration (Fig. 3).

From Eqs. (1) and (2) we find that the change in the energy, that accompanies transformation of structure 1 into structure 1-2, is as follows:

$$\Delta W_{1-2} = W_{1-2} - W_1 = -W_{1}^c + 2W_{dip}^{dip} + 3W_{2}^c + W_{int}^{dip} + 2W_{int}^{dip-b1} + 2(p - 2r_0) \gamma. \tag{3}$$

The equation $\Delta W_{1-2} = 0$ corresponds to the critical conditions at which the structure-1-to-structure-1-2 transformation occurs.

Let us consider terms on the right-hand side (rhs) of formula (3). The dislocation core energy for a perfect dislocation ($W_i^p)$ and a partial dislocation ($W_2$) are given by the known formulas $^{20}$

$$W_i^p = \frac{Gb_i^2Z_i}{4\pi(1-\nu)}, \tag{4}$$

with $Z_i$ being a nondimensional constant of the order of 1; $i = 1, 2; b_1 = B; b_2 = b; G$ denotes the shear modulus and $\nu$ the Poisson ratio. According to the general calculation scheme, $^{20}$ the proper energy of a dipole of partial dislocations is calculated as the work spent to the generation of the dipole in its stress field $\sigma_{xs}^{dip}(x=0,y)$:

$$W_{dip}^{dip} = \frac{b}{2} \int_{r_0}^{p-r_0_b} \sigma_{xs}^{dip}(x=0,y) dy = \frac{Gb^2}{4\pi(1-\nu)} \int_{r_0}^{p-r_0_b} \left( \frac{1}{y-p} - \frac{1}{y} \right) dy = \frac{Gb^2}{2\pi(1-\nu)} \ln \frac{p - r_0_b}{r_0}. \tag{5}$$

Both the energy of the dipole-dipole interaction and that of the dipole-structure-1 interaction are calculated in the same way in the framework of the scheme. $^{20}$ So, the former energy $W_{int}^{dip}$ is calculated as the work spent to the generation of one dipole in the stress field created by another dipole of partial dislocations:

$$W_{int}^{dip} = b \int_{r_0}^{p} \sigma_{xs}^{dip}(x=0,y) dy = \frac{Gb^2}{2\pi(1-\nu)} \int_{r_0}^{p} \left( \frac{1}{y+p} - \frac{1}{y} \right) dy = \frac{Gb^2}{2\pi(1-\nu)} \ln \frac{p + r_0_b}{2r_0}. \tag{6}$$

The energy of the dipole-structure-1 interaction $W_{int}^{dip-b1}$ is calculated as the work spent to the generation of the dipole in the structure-1-induced stress field which is given as $^{20}$

$$\sigma_{xs}^{b1}(x,y) = \frac{GB\sin(\beta)}{2(1-\nu)h_1(\cos \beta - \cos \beta)^2}. \tag{7}$$

Here $\beta = 2\pi h_1; \beta = 2\pi h_1; \beta = 2\pi ph_1$. In these circumstances, we find the energy $W_{int}^{dip}$ as

$$W_{int}^{dip-b1} = b \int_{r_0}^{p} \sigma_{xs}^{b1}(x=0,y) dy = \frac{Gb^2}{4\pi(1-\nu)} \ln \frac{1 - \cos \beta}{1 - \cos \beta}.$$ 

where $r_0$ is the radius of a perfect dislocation core.

With Eqs. (4)–(6) and (8) substituted to Eq. (3), we have

$$\Delta W_{1-2} = \frac{Gb^2}{4\pi(1-\nu)} \left( 3Z_2 - \frac{B^2}{\beta^2} Z_1 + 2 \ln \frac{2(p - r_0^2)}{r_0^2(p - r_0^2)} \right) - 2 \frac{B}{\beta} \ln \frac{1 - \cos \beta}{1 - \cos \beta} + 2(p - 2r_0) \gamma. \tag{9}$$

Following estimates of Ref. 1, the stacking fault energy $\gamma$ figuring on the rhs of Eq. (9) is approximately given as $\gamma \approx 7GB/[324\pi(1-\nu)]$. With this taken into consideration, we numerically calculated with the help of formula (9) the dependence of $\Delta W_{1-2}$ on boundary misorientation $\theta$ [which is in the following Frank’s relationship $^{20}$ with parameters of the dislocation structures: $B = 2h_1 \sin(\theta(2))$, for characteristic values of parameters: $B = 3b$, $Z_1 \approx Z_2 \approx 1$, $r_0 \approx B$, and $r_0 \approx b$ (see Fig. 3). According to the results of these calculations, the energy change $\Delta W_{1-2}$ is negative in the range of $\theta$ from $0^\circ$ to $7^\circ$, for $2b \approx p < 17b$. As a corollary, the existence of low-angle boundaries (with $\theta \approx 7^\circ$) consisting of split dislocation configurations [Fig. 1(b)] is more energetically favorable than that of low-angle boundaries consisting of perfect dislocations [Fig. 1(a)]. Also, our calculations indicate that the so-called equilibrium distance $p_{eq}$ between neighboring partial dislocations (that is, the distance corre-
The energy density between structure 1 and 2 is determined by partial dislocations composing split dislocation configurations: a virtual split dislocation configuration characterized by infinitesimally small Burgers vectors $\delta b$ and $\delta b''$, in which case the walls are divided by the amorphous phase. The sum Burgers vector of the elemental dislocations [Fig. 5(c)] is $B = (0,0,B)$. The two ragged walls of the continuously distributed dislocations [Fig. 5(c)] create stress fields which are equivalent to those generated by the two dipoles of wedge disclinations shown in Fig. 5(d). The two disclinations (each is characterized by negative strength $-\omega$) that are the elements of the dipoles are located at the lower edge of the amorphous dislocation core [Fig. 5(d)] and, in fact, converge into one disclination characterized by strength $-2\omega$. Two other disclinations (each being characterized by positive strength $+\omega$) are located at the upper edges of the amorphous dislocation core with section assumed to be an isosceles triangle [Fig. 5(d)]. The dipole arms are equal to the ragged wall length $2a$. The disclination strength $\omega$ is assumed to be small; for geometric reasons, $B \sim 4a \omega$, in which case we find $\omega \approx 3b/(4a)$.

In the framework of the model considered, we will analyze energetic characteristics of the formation of the disclination configuration associated with the amorphous core, see Fig. 5(d) in the wall of split dislocation configurations [Fig. 2(b)]. The “intermediate” structure 2-3 [Fig. 2(b)] can be represented as structure 2 combined with the two defect configurations: a virtual split dislocation configuration characterized by Burgers vector $-B$, and the disclination configuration with the amorphous core [Fig. 6]. With this representation, the total energy (per unit length of dislocation configurations) of structure 2-3 can be written as follows:

$$W_{2-3} = W_2 - 3W_c + 3W_{int} + W_{d} - b^2 + 2W_A + W_{int} + 2W_{int}^d + 2W_{int}^{b^2} + 2W_{int}^{\Delta - b^2} + W_{am} + \Gamma_{afc} - 2(p - 2r_0) \gamma,$$

where $W_2$, $W_c$, $W_{int}$, $W_{d}$, $W_A$, $W_{int}^d$, $W_{int}^{b^2}$, $W_{int}^{\Delta - b^2}$, $W_{am}$, and $\Gamma_{afc}$ are the energies of the respective configurations.
The energy $W_{\text{int}}^{d-b^2}$ of the interaction between the virtual split dislocation configuration and structure 2 is calculated as the work spent to the generation of the configuration in the stress field $\sigma_{xy}^{b_2}$ of structure 2 when the virtual dislocations are introduced by gliding along planes $y=0$, $y=p$, and $y=2p$ from the closest outer boundary of the solid to the grain-boundary plane:

$$W_{\text{int}}^{d-b^2} = -b \int_{r_0}^{R} \left\{ \sigma_{xy}^{b_2}(x,y=0) + \sigma_{xy}^{b_2}(x,y=p) + \sigma_{xy}^{b_2}(x,y=2p) \right\}dx.$$  

The stress field $\sigma_{xy}^{b_2}(x,y)$ on the rhs of formula (13) represents the superposition of the stress fields $\sigma_{xy}$ induced by the three walls of edge dislocations with Burgers vectors $\mathbf{b}$, that are characterized by period $h_2$ and are shifted relative to each other by distances $p$ and $2p$, respectively (Fig. 6):

$$\sigma_{xy}^{b_2}(x,y) = \sigma_{xy}(x,y) + \sigma_{xy}(x,y-p) + \sigma_{xy}(x,y-2p),$$

(14)

The proper energy of the disclination dipole $W_{\theta}^{d}$ is effectively calculated in the following two stages. First, the work is calculated which is spent to the generation of one elemental dislocation belonging to a wall of continuously distributed dislocations that is equivalent to a disclination dipole (Fig. 5) in the stress field of this dipole. At the second stage, the work spent to the generation of one elemental dislocation is integrated over all elemental dislocations that compose the wall of the continuously distributed dislocations. The integration procedure results in the work spent to the generation of the disclination dipole in its stress field. This work represents the energy $W_{\theta}^{d}$ which, according to our two-stage calculations, is given as

$$W_{\theta}^{d} = \frac{Gb^2}{4\pi(1-\nu)} \ln \frac{R}{r_0^2}.$$  

(12)

The diagram in Fig. 6. Representation of an amorphous dislocation configuration as that resulted from the annihilation of a real split dislocation configuration with a virtual split dislocation configuration of opposite sign and the adding of the amorphous dislocation configuration.

where $W_2$ denotes the total energy of structure 2, the periodic wall of split dislocation configurations [Fig. 1(b)]; $W_{v}^{el}$ the proper energy of a virtual dislocation with the Burgers vector $-\mathbf{B}/3$; $W_{\text{int}}^{d-b^2}$ the energy of the interaction between the virtual split dislocation configuration and the structure 2; $W_{D}$ the proper energy of a disclination dipole (composing the disclination configuration shown in Fig. 6); $W_{\text{int}}^{D}$, the energy of the interaction between the disclination dipoles; $W_{\text{int}}^{D-v^2}$ the energy of the interaction between a disclination dipole and structure 2; $W_{\text{int}}^{D-v^2}$, the energy of the interaction between a disclination dipole and the virtual split dislocation configuration; $W_{\text{am}}$ the difference in the energy between the amorphous and crystalline phases; $\Gamma_{alc}$, the surface energy of the interface between the amorphous and crystalline phases.

The transformation of structure 2 into the intermediate structure 2-3 is accompanied by the following change of the energy:

$$\Delta W_{2.3} = W_{2.3} - W_2$$

$$= -3W_{c}^{2} + 3W_{v}^{el} + W_{\text{int}}^{d-b^2} + 2W_{D}^{4} + W_{\text{int}}^{D} + 2W_{\text{int}}^{D-v^2}$$

$$+ 2W_{\text{int}}^{D-v^2} + W_{\text{am}} + \Gamma_{alc} - 2(p-2r_0)\gamma.$$  

(11)

The equation $\Delta W_{2.3} = 0$ gives critical conditions at which the transformation occurs.

Let us analyze constituents of $\Delta W_{2.3}$, figuring on the rhs of Eq. (11). The proper energy $W_{v}^{el}$ of a virtual dislocation is given by the formula\(^{20}\)

$$W_{v}^{el} = \frac{Gb^2}{4\pi(1-\nu)} \ln \frac{R}{r_0^2}.$$  

(12)

$$W_{\text{int}}^{d-b^2} = -b \int_{r_0}^{R} \left\{ \sigma_{xy}^{b_2}(x,y=0) + \sigma_{xy}^{b_2}(x,y=p) + \sigma_{xy}^{b_2}(x,y=2p) \right\}dx.$$  

(13)
\[ W_s^\Delta = \frac{G\omega^2 a^2}{2\pi(1-\nu)} \left[ 1 + 2 \ln \frac{R}{2a} \right] \cos \alpha \]

(18)

The energy of the interaction between the disclination dipoles \( W_{int}^\Delta \) is calculated in a similar way. At the first stage, the work is calculated which is spent to the generation of one elemental dislocation belonging to a dislocation wall that is equivalent to one disclination dipole in the stress field created by another disclination dipole. Then the integration over all elemental dislocations composing the wall results in the work spent to the generation of one disclination dipole in the stress field of another dipole. With this calculation scheme, we find the energy \( W_{int}^\Delta \) to be as follows:

\[ W_{int}^\Delta = \frac{G\omega^2 a^2}{\pi(1-\nu)} \left[ 1 + 2 \ln \frac{R}{2a} \right] \cos \alpha \]

\[ + (1 - \cos \alpha) \ln \left( 2(1 - \cos \alpha) \right) \]  

(19)

Here \( \alpha \) is the angle between the arms of the disclination dipoles (Fig. 6) which is assumed to be lower than \( \pi/2 \).

The energy \( W_{int}^{\Delta-b^2} \) of the interaction between a disclination dipole and structure 2 is calculated as the work spent to the generation of the wall of split dislocation configurations (Fig. 6) in the stress field of the disclination dipole. To do so, first, let us divide the wall of split dislocation configurations (each consisting of three partial dislocations, see Fig. 6) into the three (upper, intermediate, and lower) dislocation walls each consisting of periodically arranged partial dislocations, elements of the split dislocation configurations. Then we calculate the work spent to the generation of each of the dislocation wall in the stress field created by the disclination dipole. In doing so, for the lower dislocation wall composed of partial dislocations with coordinates \( (x = 0, y = kh_2) \), where \( k \) is an integer, the work in question can be written as follows:

\[ W_{int,1}^{\Delta-b^2} = b \sum_{k=-\infty}^{+\infty} \int_0^{+\infty} \sigma_{xy}^{\Delta}(x,y=kh_2) dx. \]  

(20)

where \( \sigma_{xy}^{\Delta}(x,y) \)—the stress tensor component of the dipole of disclinations located at points \((0,0)\) and \((-x_1,y_1)\)—is given as

\[ \sigma_{xy}^{\Delta}(x,y) = \frac{G\omega}{2\pi(1-\nu)} \left[ \frac{xy}{x^2+y^2} - \frac{(x+x_1)(y-y_1)}{(x+x_1)^2+(y-y_1)^2} \right]. \]

(21)

With the sum \( \sum_{k=-\infty}^{+\infty} \) [figuring on the rhs of formula (20)] substituted under the integral sign and calculated, we have

\[ W_{int,1}^{\Delta-b^2}(x_1,y_1) = \frac{G\omega b}{2(1-\nu)h_2} \sin \frac{2\pi y_1}{h_2} \]

\[ \times \int_0^{+\infty} \frac{(x+x_1)dx}{\cosh \frac{2\pi(x+x_1)}{h_2} - \cos \frac{2\pi y_1}{h_2}}. \]

(22)

For the intermediate and upper dislocation walls composed of partial dislocations with coordinates \( (x=0, y=p+kh_2) \) and \( (x=0, y=2p+kh_2) \), respectively, the work under consideration can be calculated in the same way. In doing so, after some algebra, we obtain the following expressions that correspond to the intermediate and upper walls, respectively:

\[ W_{int,2}^{\Delta-b^2} = W_{int,1}^{\Delta-b^2}(0,p) + W_{int,1}^{\Delta-b^2}(x_1,y_1-2p), \]

(23)

\[ W_{int,3}^{\Delta-b^2} = W_{int,1}^{\Delta-b^2}(0,2p) + W_{int,1}^{\Delta-b^2}(x_1,y_1-2p). \]

(24)

The summing of Eqs. (22)–(24) results in the following formula for the energy of the interaction between a disclination dipole and structure 2:

\[ W_{int}^{\Delta-b^2} = \frac{G\omega b}{2\pi(1-\nu)} \frac{h_2}{4\pi} \left\{ \Psi(0,\bar{p}) + \Psi(0,2\bar{p}) + \Psi(\bar{x}_1,\bar{y}_1) \right. \]

\[ + \left. \Psi(\bar{x}_1,\bar{y}_1 - \bar{p}) + \Psi(\bar{x}_1,\bar{y}_1 - 2\bar{p}) \right\}, \]

(25)

where \( \bar{x}_1 = 2x_1/h_2, \bar{y}_1 = 2y_1/h_2, \bar{p} = 2\pi p/h_2, \) and

\[ \Psi(a,b) = \sin b \int_0^{+\infty} \frac{tdt}{\cosh t - \cos b}. \]

(26)

The energy \( W_{int}^{\Delta-\nu d} \) of the interaction between a disclination dipole and the virtual split dislocation configuration is effectively calculated as the work spent to the generation of this configuration in the stress field [given by formula (21)] of the disclination dipole:

\[ W_{int}^{\Delta-\nu d} = -b \int_0^R \left\{ \sigma_{xy}^{\Delta}(x,y=0) + \sigma_{xy}^{\Delta}(x,y=p) \right. \]

\[ + \sigma_{xy}^{\Delta}(x,y=2p) \} dx. \]

(27)

From Eq. (27) and the equations \( x_1 = 2p \tan(\alpha/2) \) and \( y_1 = 2p = 2a \cos(\alpha/2) \) (Fig. 6), we find

\[ W_{int}^{\Delta-\nu d} = \frac{G\omega b p}{2\pi(1-\nu)} \left\{ 6 \ln \frac{R}{p} + \ln \frac{\cos^3(\alpha/2)}{8\sqrt{10-6 \cos \alpha}} \right\}. \]

(28)

In the framework of our model, the disclination strength \( \omega \) is related to geometric parameters of the defect structure as follows: \( \omega = 3b/(4a) = 3b \cos(\alpha/2)/(4p) \). From this equation, with formulas (4), (12), (16), (18), (19), (25), and (28) substituted to Eq. (11), we find that the energy change associated with the transformation from structure 2 into the intermediate structure 2-3 is given as
δW_{2-3} \approx \frac{Gb^2}{4\pi(1-\nu)} \left[ -3Z_2 + 3 \ln \frac{R}{r_0} - 6[\eta_0 \coth \eta_0 \ln(2 \sinh \eta_0)] + \frac{9}{4} \cos^2 \frac{\alpha}{2} \left( 1 + 2 \ln \frac{R \cos(\alpha/2)}{2p} \right) \\
+ \sin^2 \frac{\alpha}{2} \ln \left[ 4 \sin^2 \frac{\alpha}{2} \right] - 3 \cos \frac{\alpha}{2} \left( 6 \ln \frac{R}{p} + \ln \cos^2(\alpha/2) \right) - 4\Phi(\eta_0, \bar{\eta}) - 2\Phi(\eta_0, 2\bar{\eta}) \\
+ \frac{3h_2}{4\pi p} \cos \frac{\alpha}{2} \left[ \Psi(0, \bar{\eta}) + \Psi(0, 2\bar{\eta}) + \Psi(2\bar{\eta} \tan(\alpha/2), 2\bar{\eta}) + \Psi(2\bar{\eta} \tan(\alpha/2), \bar{\eta}) \right] \right] + W_{am} + \Gamma_{alc} - 2(\rho - 2r_0)\gamma.

(29)

where \eta_0 = \pi r_0/h_2, \bar{\eta} = 2\pi p/h_2, and functions \Phi(\eta_0, \eta) and \Psi(a, b) are given by formulas (17) and (26), respectively.

Now let us estimate the values of \(W_{am}, \Gamma_{alc},\) and \(\gamma\), figuring on the rhs of Eq. (29). The difference of the energy density (per unit volume) between the amorphous and crystalline phases is estimated as follows:

\[ W_{am} \approx \frac{G}{120(1-\nu)} \quad (30) \]

(see Ref. 23 and references therein). With \(W_{am}\) multiplied by \(S = 4p^2 \tan(\alpha/2)\), the area of a triangular amorphous core section, we find \(W_{am}\) —the difference of the energy between the amorphous and crystalline phases—to be given as

\[ W_{am} = \frac{Gp^2 \tan(\alpha/2)}{30(1-\nu)}. \quad (31) \]

Following estimates of Ref. 1, the stacking fault energy \(\gamma = 7GB/[324\pi(1-\nu)]\).1 The surface energy of the interface between the amorphous and crystalline phases is given as \(\Gamma_{alc} = \gamma_{alc}\), where \(\gamma_{alc}\) denotes the surface energy density (per unit area) of the interface, and \(L\) the perimeter of the amorphous dislocation configuration section. From Fig. 6 it follows that the perimeter \(L = 4p(\csc(\alpha/2) + \tan(\alpha/2))\). According to estimates (Ref. 24), the surface energy density is given as \(\gamma_{alc} = kGa\), where \(a\) denotes the mean interatomic distance in the amorphous phase, and \(k\) the nondimensional factor. As a corollary, we find

\[ \Gamma_{alc} = 4kGp(\csc(\alpha/2) + \tan(\alpha/2)). \quad (32) \]

In metallic solids \(k\) ranges from 0.06 to 0.18.24 In superconducting cuprates the surface energy of an interface between the isotropic amorphous phase and the highly anisotropic crystalline phase can be larger than that in metallic solids, in particular, due to the additional contribution caused by the difference in anisotropy between the amorphous and crystalline phases. That is, for high-\(T_c\) superconductors, values of \(k\) can be larger than those in metallic solids.

With the above estimates taken into account, the dependence of \(\Delta W_{2-3}\) on tilt boundary misorientation \(\theta\) was calculated with the help of formulas (29)–(32), for the following values of parameters: \(Z_2 = 1, R = (10^3 - 10^8)b, r_0 = b, \bar{\eta} = \pi/20, k = 1/3, a = b, p = 12b\). The results of our calculations indicate that \(\Delta W_{2-3}(\theta) < 0\) in the range of \(\theta = [3.5^\circ, 7.1^\circ]\); see Fig. 7. According to these results, the formation of walls of amorphous dislocation configurations is energetically favorable than that of walls of split dislocation configurations, if \(5.5^\circ < \theta < 7.1^\circ\). The numerically calculated dependence \(\Delta W_{2-3}(\theta)\) has its minimum at \(\theta = 7^\circ\) (Fig. 7); that is, the formation of walls of amorphous dislocation configurations is most favorable at \(\theta = 7^\circ\). This is in a satisfactory agreement with experiments\(^1\) that show such walls to exist at \(\theta = 7.5^\circ\).

**IV. CONCLUDING REMARKS**

In this paper theoretical models have been suggested describing transformations of low-angle tilt boundaries (represented as walls of dislocation configurations) in high-\(T_c\) superconductors. In the framework of the models suggested, the conditions are theoretically revealed at which transformations of low-angle tilt boundaries are driven by a boundary energy release. So, it has been found that the transformation of a wall of perfect dislocations into a wall of split dislocation configurations is energetically favorable in the range of boundary misorientation \(\theta\) from \(0^\circ\) to \(7^\circ\); this is in agreement with experimental data.\(^1\) Also, according to our theoretical calculations (see Sec. III), the transformation of a wall of

---

**FIG. 7.** Energy difference \(\Delta W_{2-3}\) via tilt boundary misorientation angle \(\theta\). The energy values are given in units of \(Gb^2/[4\pi(1-\nu)]\).
split dislocation configurations into a wall of amorphous dislocation configurations is energetically favorable in the range of $\theta$ from $5.5^\circ$ to $7.1^\circ$, in which case the corresponding release of the energy reaches its maximum at $\theta=7^\circ$. Low-angle tilt boundaries consisting of amorphous dislocation configurations have been experimentally observed at boundary misorientation $\theta=7.5^\circ$; this is in satisfactory agreement with theoretical constructs suggested here.

The critical current density $J_c$ across low-angle tilt boundaries in high-$T_c$ superconductors drastically decreases with boundary misorientation angle $\theta$ in the range from $0^\circ$ to tentatively $15^\circ$. Current models of the grain-boundary effect on high-$T_c$ superconductivity are based on the representation of low-angle tilt boundaries as walls of perfect dislocations [Fig. 1(a)]. However, in the light of both experiments and theoretical analysis given in this paper, the transformations of low-angle tilt boundaries (Fig. 1) should be definitely taken into consideration of the effects of grain-boundary stress fields and core structures on high-$T_c$ superconductivity. In particular, the Ginzburg-Landau formulation of the problem is worth being modified in the situation discussed (low-angle [100] tilt boundaries) in order to take into account contributions of split and amorphous dislocation configurations (Fig. 1) to the transport properties of low-angle tilt boundaries in high-$T_c$ superconductors.

The Ginzburg-Landau-formalism-based description of the high-$T_c$ superconducting properties of grain boundaries uses stress fields, chemical concentration fields, and electric charge density in vicinities of grain boundaries as an input. These fields modify the superconducting order parameter close to grain boundaries, cause the existence of hole depletion layers near grain boundaries and suppress the critical current densities $J_c$ across grain boundaries. In general, the stress fields, the concentration fields, the electric charge density, and the grain-boundary core structure strongly influence each other. So, as it has been shown in this paper, the processes of formation of split and amorphized dislocations at low-angle tilt boundaries in high-$T_c$ superconductors (Fig. 1) are driven by relaxation of stress fields (a release of the elastic energy density). The processes discussed (Fig. 1) initiate changes in concentration fields and electric charge distribution within and near grain boundaries. So, ions of different chemical elements in polyatomic crystals exhibit different behaviors in response to stresses, in which case their concentration fields evolve in different ways with stress field changes that accompany the formation of split and amorphized dislocations (Fig. 1). Therefore the transformations of grain boundaries (Fig. 1) result in both redistribution of chemical elements and corresponding changes of the electric charge density in vicinities of such boundaries. In addition, the concentration fields and the electric charge densities are different in the dislocation cores and the bulk phase. As a corollary, the transformations of grain boundary dislocation cores (Fig. 1) result in both redistribution of chemical elements and corresponding changes of the electric charge-density field within and near core regions of low-angle tilt boundaries. A detailed (labor-consuming) analysis of the self-consistent changes of the grain-boundary core structure, the stress fields, the stoichiometric inhomogeneities and the electric charge density as well as their effects on the critical current density $J_c$ across grain boundaries in high-$T_c$ superconductors is beyond the scope of this paper. In any event, however, results of the models elaborated here can be effectively used as an input in further theoretical modeling (in particular, the Ginzburg-Landau-formalism-based description) of the transport properties of experimentally observed low-angle tilt boundaries consisting of split and amorphous dislocation configurations.
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